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Abstract: Patient autonomy in healthcare has become increasingly significant in the digital age as individuals seek 
greater control over their health data. This review examines the ethical, legal and technological aspects of patient 
data ownership, emphasizing the need for privacy models and consent frameworks to empower patients, safeguard 
privacy and enhance transparency. Traditional doctor-patient confidentiality faces challenges due to advancements 
such as electronic health records, artificial intelligence and wearable technologies, necessitating updated frameworks 
to protect patient rights. Privacy models such as private, public and hybrid models present varying implications for 
data control, security and societal benefits. Emerging technologies such as blockchain and AI are revolutionizing 
data privacy by decentralizing data storage and enabling patient control while ensuring secure and ethical data 
utilization. Advanced consent frameworks, including dynamic and granular consent, provide patients with flexibility 
and transparency and promote trust and active participation in data-sharing decisions. Real-world implementations, 
such as Australia’s My Health Record and Estonia’s e-Health system, demonstrate the potential of patient-centric 
privacy frameworks to enhance healthcare quality and innovation. However, significant challenges persist, including 
regulatory ambiguities, cybersecurity risks and gaps in digital literacy. Addressing these issues requires collaboration 
among stakeholders to develop adaptable, secure and interoperable systems that prioritize patient autonomy. By 
integrating patient education, fostering interoperability and leveraging adaptive technologies, healthcare systems 
can balance privacy and innovation, build trust and ensure ethical data practices that empower individuals while 
advancing public health objectives.
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1. Introduction

   Patient autonomy is a foundational principle of 
healthcare ethics that emphasizes the individual’s right 
to make informed decisions about their health [1] and 
personal information [2]. With the increasing integration 
of digital technologies in healthcare, the concept of data 
ownership has become a central component of patient 
autonomy. This shift underscores the belief that patients 
should have the authority to control their health data and 
determine who can access, share or use it [3]. Maintaining 
this level of autonomy not only protects human’s rights, 
but also strengthens the patient-physician relationship 
and increases patients’ roles and responsibilities. The 
increased use of technologies such as electronic health 
record (EHR), artificial intelligence (AI) diagnostics and 
wearable health technologies has also changed healthcare 
by making it more flexible and enabling personalized 
interventions. However, this technological transformation 
also brings significant ethical challenges related to 
data privacy, security and the extent of control patients 
have over their own health information [4]. In the past, 
patient information was protected through doctor-patient 
confidentiality, but with the digitization of health data, the 
boundaries are becoming increasingly blurred [5]. Patients 
often do not know exactly how their data may be shared, 
used or stored beyond their immediate care settings, which 
may potentially undermine their autonomy. The rapid pace 
of digital healthcare innovation requires a comprehensive 
frameworks to address these concerns and maintain 
transparency and ethical use of data [6]. Patient autonomy, 
in the context of data ownership, becomes crucial in 
ensuring that patients can actively participate in decisions 
regarding their health information. Privacy models that 
define how health data is accessed and utilized within the 
healthcare ecosystem, are essential for protecting patients' 
rights. These models provide mechanisms to safeguard 
sensitive information from misuse or unauthorized access 
and ensure that patient data is used in accordance with 
strict ethical guidelines [7].
   Consent frameworks are equally important as they 
offer patients the opportunity to give informed consent 
about how their data is used. By ensuring that patients 
are fully informed about who can access their data and 
for what purpose [8], these frameworks allow individuals 
to retain control over their personal health information 
[9]. Together, privacy models and consent frameworks 
form a robust system to protect patient autonomy in 
the digital healthcare landscape. When implemented 
properly, they foster trust, encourage patient engagement 
and uphold ethical standards that prioritize the rights of 
patients. As healthcare systems become more digitized, 
the ownership and management of health data will 
continue to raise complex ethical issues. Ensuring that 
patients have control over their data not only supports 
their autonomy but also empowers them to make better-
informed decisions about their healthcare [10]. It also 

helps to establish a patient-centered healthcare system 
that prioritizes privacy, security and ethical data usage. 
Moreover, these frameworks have the potential to advance 
clinical research, innovation and precision medicine by 
ensuring that patient data is shared in a way that respects 
autonomy while contributing to broader healthcare goals. 
The importance of establishing clear frameworks for data 
ownership, particularly as digital health technologies 
evolve, cannot be overemphasized [11]. These frameworks 
must be flexible enough to adapt to new developments 
and ensure that patient autonomy remains central in an 
increasingly complex digital healthcare environment. 
Ultimately, respecting for patient autonomy in the 
context of data ownership enhances not only the rights of 
individuals but also the overall quality and effectiveness 
of healthcare delivery. The growing importance of patient 
data ownership in healthcare is underscored by a mix of 
ethical, legal and practical challenges, especially in an era 
of increasing digital technologies and widespread data 
sharing. From an ethical perspective, patient autonomy is 
a core principle that enables individuals to make informed 
decisions about their own health and the data that pertains 
to it [12]. The ability to control access to one's health data 
is integral to preserving this autonomy, with concerns 
about exploitation by third parties for commercial 
purposes or targeting vulnerable populations without 
consent being central to the debate [13].
   Legally, frameworks such as the Health Insurance 
Portability and Accountability Act (HIPAA) in the US  
and the General Data Protection Regulation (GDPR) in 
Europe regulate data protection and privacy, but fail to 
address the core issue of data ownership [14]. This leaves 
open the question of whether patients really "own" their 
data, or whether ownership is shared with or claimed by 
healthcare providers, institutions or even governments. 
The ambiguity about the legal ownership of patient data 
complicates the development of consistent regulations 
that can safeguard patients' rights while enabling the 
proper use of data in medical research and innovation. 
Practically, managing the vast amounts of patient data in 
healthcare systems is a significant operational challenge 
[15]. Healthcare organizations must ensure transparency 
in data handling and obtain informed consent from 
patients. This is becoming increasingly complex as 
digital tools such as EHR and AI-driven data analysis 
technologies are integrated into healthcare systems [16]. 
In light of these ethical, legal and practical considerations, 
emerging technologies such as electronic consent 
(eConsent) systems are reshaping the way healthcare 
practices deal with patients' rights and privacy on their 
data [17]. These systems aim to improve the way in which 
patients are informed and empowered to make decisions 
regarding their health data, ensuring that autonomy is 
respected while also addressing the operational and legal 
complexities associated with data use [18]. 
   This review highlights the importance of patients' 
ownership frameworks of their data in healthcare, which 
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emphasizes and also balances privacy and consent 
frameworks to safeguard patients' autonomy and the 
use of digital technologies in healthcare. Models of data 
ownership such as private, public and hybrid models 
offer varying levels of control and usage rights. Privacy 
models such as HIPAA and GDPR address security but 
lack clarity on ownership. Other tools such as EHRs, 
AI and wearables improve care, but also raise concerns 
about data privacy and control. Emerging consent 
models, such as dynamic and granular consent, empower 
patients to manage data sharing and modify permissions. 
Technologies such as blockchain and AI enhance privacy, 
decentralization and patient control. Case studies from 
different countries demonstrate real-world applications 
and highlight the importance of adaptable frameworks 

to balance autonomy, innovation and ethical data use in 
digital healthcare.

2. The concept of data ownership in 
healthcare

   The concept of data ownership in healthcare is a 
complex and evolving issue, influenced by various legal, 
ethical and technological factors. At the heart of this 
discussion is the question: Who owns patient data? There 
are three main models of data ownership in healthcare, as 
shown in Figure 1.

Figure 1. Three main models of data ownership in healthcare

2.1 Private ownership

   In this model, patients or individuals retain full 
ownership of their healthcare data. They have the right to 
control, share or sell their data as they see fit. Advocates 
argue that this approach empowers individuals and 
promotes their autonomy by giving them control over 
their personal health information. However, critics point 
out that this approach may not incentivize efficient use of 
the data for broader societal benefits, such as public health 
research, especially when access to the data is restricted 
behind paywalls or otherwise [19].

2.2 Public ownership

   Healthcare institutions, governments or public entities 
hold ownership of healthcare data. This model enables 
the aggregation of data for research, policy development 
and public health initiatives. Supporters argue that 
public ownership fosters transparency, equitable access 

and ensures that the data is used for the common good. 
However, it can also raise concerns over privacy, security 
and the risk of misuse, particularly when patients have 
limited control over who accesses their information [19].

2.3 Hybrid ownership

   This model strikes a balance by allowing patients to 
own their data while granting [8] healthcare institutions 
and researchers specific usage rights. This approach often 
requires patient consent for access or use, aligning with 
principles of autonomy and control. The hybrid model 
is seen as a potential solution to the challenges posed 
by both the private and public ownership models, but 
requires a robust infrastructure for tracking consent and 
protecting data privacy. Many countries are developing 
frameworks that permit shared data ownership so that 
patients retain control over their data, while granting 
healthcare providers and researchers access for legitimate 
purposes. This approach aims to balance the needs of data 
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privacy with the advantages of data sharing for public 
health and medical research. The differences between 
these 3 main models of data ownership in healthcare are 
shown in Table 1.

2.4 Practical applications and real-world 
examples

   In practice, the application of these models varies. 
For instance, patient registries often involve complex 
ownership structures, especially if the data is sourced from 
multiple entities such as hospitals, clinics and research 
institutions. Clearly defining and legally documenting data 
ownership is crucial in these contexts to ensure ethical use 
and regulatory compliance.

2.4.1 Consent management frameworks for health 
information exchange

   The proliferation of health information exchanges (HIEs) 
has transformed healthcare delivery and facilitated the 

seamless sharing of electronic health records (EHRs) 
across various providers and institutions [21]. However, 
safeguarding patient privacy and ensuring consent for 
data sharing are paramount. Developing robust consent 
management frameworks within HIEs is essential to 
respect patient autonomy and comply with privacy 
regulations [22]. These frameworks must take into 
account the varying degrees of consent that patients may 
wish to exercise regarding the sharing of their personal 
health information (PHI). The integration of advanced 
technologies such as blockchain, AI and machine learning 
(ML) can offer solutions to the complexity of dynamically 
managing patient consent while ensuring security 
and traceability [23]. Additionally, patient education 
and engagement are vital for the success of consent 
management frameworks, as they ensure that patients are 
fully informed about their rights and the consequences of 
giving or withholding consent. 

Table 1. Comparisons between three models of data ownership [20, 21]
 

Private Ownership Public Ownership Hybrid Ownership

Ownership
Patients or individuals retain full 

ownership of their healthcare 
data.

Healthcare institutions, 
governments or public entities 
hold ownership of healthcare 

data.

Patients retain ownership, but healthcare 
institutions and researchers are granted 

specific usage rights.

Control
Individuals can control, share or 
sell their health data as they see 

fit.

Patients have limited control 
over who accesses their data.

Requires patient consent for access, 
preserving individual control and autonomy.

Principles
Autonomy: Empowers 

individuals by giving them 
control over their data.

Common good: Data usage 
focuses on societal benefits, 
promoting transparency and 

equity.

Balance: Combines private and public 
models, balancing individual rights and 

societal benefits.

Privacy
Ensures privacy by allowing 
individuals to decide on data 

access.

Increase risk as patients have 
limited control, potentially 

affects data security.

Ensures privacy with controlled data sharing 
based on consent.

Utilization
Economic opportunity: Allows 
individuals to monetize their 

data.

Aggregation for research: 
Facilitates data aggregation 

for public health research and 
policy.

Research access: Enables controlled access 
for researchers while respecting patient 

rights.

Concerns

Challenges for public health: 
Data sharing may be limited, 

impacting public health 
research.

Misuse risk: Potential for data 
misuse if security measures are 

inadequate.

Infrastructure needs: Requires robust 
infrastructure to manage consent and data 

protection.

Access
Restricted access: Data access 
may be hindered by paywalls, 

limiting research and initiatives.

Access control: Institutions 
control access, often prioritize 
public health over individual 

control.

Flexible model: Seen as a balanced approach 
but can be complex to implement.

Sharing
Lack of Incentives: May not 
encourage data sharing for 

collective benefits.

Transparency: Promotes 
equitable access and data usage 

for societal benefits.

Flexible use: Enables data sharing for both 
individual and societal benefits through a 

consent model.
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2.4.2 Blockchain-based consent models

   Blockchain technology offers innovative solutions for 
consent management in healthcare. A study introduced 
a blockchain-based consent model of data sharing for 
controlling access to individual health data [24]. This 
model utilizes smart contracts to dynamically represent 
individual consent and enable data requesters to search 
and access data. The evaluation indicated that such 
a data sharing model provides a flexible approach to 
deciding how data is used by requesters, while ensuring 
that individual consent is respected and accountability is 
maintained [25]. 

2.4.3 Consentio: managing consent with permissioned 
blockchains

   Another approach, Consentio, is a scalable consent 
management system based on the Hyperledger Fabric 
permissioned blockchain. It addresses the challenge of 
ensuring high throughput and low latency in endorsing 
data access requests and granting or revoking consent. 
Experimental results show that Consentio can handle as 
many as 6,000 access requests per second,  which allows 
it to scale to very large implementations. 

2.4.4 Hybrid data storage in healthcare

   The approaches of hybrid data storage, combining on-
premises infrastructure with cloud services, are becoming 
more popular in healthcare. This model offers flexibility 
to meet the needs of healthcare organizations, allowing 
patients' sensitive information to be securely stored on-
site, while less critical data can be stored in the cloud to 
facilitate access and scalability [26]. The hybrid model 
addresses data challenges in healthcare by striking a 
balance between control and flexibility and enabling 
medical practices to respond quickly to changing data 
demands [27]. However, implementing a hybrid data 
storage system may be more complicated than traditional 
on-premise or pure cloud solutions and requires technical 
expertise and resources to ensure smooth operation across 
various settings.
   The landscape of privacy regulations and consent 
frameworks in healthcare varies significantly across the 
globe, reflecting diverse legal, cultural and technological 
contexts. To understand the adoption and implementation 
of privacy models and consent frameworks is essential for 
navigating the complexities of patient data protection in 
different regions.

2.5 Global adoption of privacy models in 
healthcare

   Privacy models in healthcare are designed to safeguard 
patient information and ensure compliance with legal 
standards. Three prominent models include:

   The European Union's General Data Protection 
Regulation: Enforced in 2018, GDPR has set a global 
benchmark for data protection and influenced legislation 
in various countries, including Brazil, Japan and South 
Korea. Its principles emphasize data minimization, 
purpose limitation and explicit consent, making it a 
widely adopted framework in many jurisdictions [28].
   The Health Insurance Portability and Accountability 
Act in the United States: HIPAA establishes national 
standards for electronic health care transactions and 
national identifiers for providers, health insurance plans 
and employers. It focuses on protecting patient health 
information from fraud and theft and ensures data privacy 
and security in the U.S. healthcare system [29].
   The Personal Information Protection and Electronic 
Documents Act (PIPEDA) in Canada:  PIPEDA 
regulates how private sector organizations collect, use and 
disclose personal information in the course of commercial 
activities, including healthcare services. It mandates that 
consent must be obtained for data collection and provides 
individuals with the right to access and correct their 
personal information [30].
   These models are not universally adopted; their 
implementation depends on regional legal frameworks 
and cultural attitudes toward privacy. For instance, 
while GDPR's influence is expanding, countries such 
as the United States maintain distinct regulations, such 
as HIPAA, which are tailored to their specific legal and 
healthcare environments.

3. Ethical and legal frameworks for 
patient data

   Ethical and legal frameworks [10] for handling patient 
data are essential for safeguarding privacy, ensuring 
transparency and maintaining trust. These frameworks 
consist of core components (Figure 2) that collectively 
guide the responsible management of patient information. 
Understanding how these components have been defined, 
their global acceptance and their adoption in healthcare 
regulations is crucial for comprehending their current 
application.

3.1 Confidentiality

   Confidentiality mandates that patient information 
remains accessible only to authorized individuals to 
prevent unauthorized access or disclosure [21]. This 
principle is enshrined in various international regulations, 
such as the HIPAA in the United States and the GDPR in 
the European Union. These regulations set standards for 
electronic health transactions and protect the privacy of 
health information by emphasizing the need for consent, 
data minimization and the right to access personal 
information.
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3.2 Informed consent

   Consent is crucial, especially for secondary uses such 
as research, where patients’ autonomy in decision-making 
must be respected. Informed consent requires that patients 
are fully aware of and agree to the collection, use and 
sharing of their data [31]. This concept is a cornerstone 
of ethical medical practice and is embedded in healthcare 
regulations worldwide. For instance, the GDPR mandates 
that personal data, including health information, must 
be processed lawfully, fairly and transparently, with the 
consent of the data subject.

3.3 Ownership and data rights

   There is an ongoing debate about data ownership. Some 
frameworks support the notion that patients should "own" 
their data and control access, particularly in cases where 
data may be shared with third parties for commercial 
purposes [10, 21]. This issue is complex and varies across 
jurisdictions. For example, the GDPR grants individuals 
the right to access and control their personal data, 
including health information.

3.4 Security measures

   Security measures are essential to protect patient data 
from unauthorized access and breaches. Regulations 
such as HIPAA and GDPR mandate strict data protection 
standards, including encryption, access controls and 
breach notification policies. These measures are designed 
to safeguard patient data and maintain trust in healthcare 
systems [22].

3.5 Ethical use of data in emerging 
technologies

   As healthcare integrates technologies such as AI and the 
Internet of Things (IoT), ethical frameworks emphasize 
fairness, transparency and regulatory compliance. 
These frameworks ensure that data-driven decisions 
respect patient rights and do not lead to discriminatory 
practices. For instance, the GDPR includes provisions on 
automated decision-making, including profiling, to protect 
individuals from potential harms [23].

Figure 2. Ethical and legal frameworks components for patient data

3.6 Maintaining patient trust

   Maintaining patient trust is vital for effective delivery of 
healthcare. Ethical guidelines emphasize the importance 
of transparency to enable patients to feel secure about 
sharing their data for personal care and potential health 
advancements. Trust is built through clear communication 
about data usage and robust data protection measures [6].

4. Models of data privacy and consent

4.1 Traditional consent

   Traditional consent models are relatively simple and 
require patients to give broad, one-time consent for the 
use of their healthcare data at the time of treatment. This 
consent typically lacks the flexibility to adjust or withdraw 
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permissions once granted [6]. It relates primarily to data 
usage in the clinical settings, with little regard for changes 
in how data may be used over time. Although this model 
has been widely used in healthcare, it fails to capture the 
complexities of modern healthcare data usage, where data 
is shared across diverse contexts such as research, clinical 
trials and commercial purposes.

4.2 Emerging consent models

   In contrast to the traditional model, emerging consent 
models focus on providing patients with greater control 
over their data. Digital and dynamic consent systems are 
central to this shift. These systems empower patients to 
specify, monitor and update their consent preferences 
over time to ensure that consent remains relevant to the 
evolving uses of their data [24]. These models aim to 
improve patient autonomy and provide transparency and 
flexibility. For example, patients can grant permission 
for their data to be used in specific research studies 
and to be only shared with designated providers or 

organizations. Furthermore, these systems support the 
ability to revoke consent or modify it as necessary, which 
strengthens patient engagement and trust [25]. Granular 
consent allows patients to provide detailed and specific 
authorizations for the use of their health data [26]. This 
model enables patients to give consent for particular uses, 
such as sharing data with certain healthcare providers, 
participating in research studies or storing data in specific 
databases. It is a more nuanced approach compared to 
traditional consent, which tends to be broad and less 
adaptable. Granular consent models enhance transparency 
by offering patients clear choices about how and with 
whom their data is shared, fostering a stronger sense 
of control and involvement. This model aligns with the 
growing demand for tailored, patient-centric care, where 
data usage is transparent and under the control of patients 
[28]. Figure 3 illustrates a comparison of data privacy 
and consent models, highlighting the distinctions among 
traditional, emerging and granular consent approaches in 
terms of flexibility, transparency and patient control.

Figure 3. Comparison of data privacy and consent models

4.3 Patient preferences and data use

   When designing consent frameworks, it is critical to 
consider patients' preferences, ensuring that their data 
is used in ways that align with their personal values 
and concerns. Different consent models, such as "opt-
in" and "opt-out", define how data can be shared [29]. 
In an "opt-in" framework, patients actively choose to 
share their data for specific purposes, while in an "opt-
out" model, patients are automatically included unless 
they decline to participate [30]. These approaches need 
to be flexible enough to accommodate ongoing changes 
in patient preferences and concerns. Platforms that take 

these preferences into account should offer easy-to-use 
mechanisms for patients to modify their consent, helping 
them retain control over their personal health data as it 
moves through different healthcare systems. Ultimately, 
the evolution from traditional to emerging consent models 
marks a significant shift towards greater transparency, 
control and respect for patient autonomy, allowing patients 
to determine how their health data is used throughout their 
care journey [32].

5. Patient-centred data consent 
frameworks
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Patient-centered data consent frameworks are essential 
for enhancing patient autonomy and control over personal 
health information in healthcare [33]. The frameworks of 
patient-centered consent should be based on the patient's 
goals and priorities [34]. They are built on several 
key principles aimed at empowering patients while 
ensuring transparency and privacy. These frameworks 
aim to empower patients by allowing them to actively 
participate in decisions about how their health data is 
collected, shared and used. This approach aligns with 
evolving privacy models, regulations and technological 

advancements that prioritize transparency, choice and trust 
in data handling within the healthcare system. 

5.1 Types of patient-centred consent models

   The various consent models such as dynamic, tiered, 
one-time with periodic renewal, event-triggered and opt-
out with notifications (Figure 4) offer flexible approaches 
to informed consent, allowing patients to control, modify 
and stay informed about the use of their health data in 
different research and healthcare settings. 

Figure 4. Types of Patient-centered Consent models

5.1.1 Dynamic consent

   The dynamic consent model is used for informed 
consent that emphasizes ongoing, interactive engagement 
with participants [35]. In contrast to static models, 
dynamic consent allows participants to make granular, 
real-time decisions about the use of their data or 
biological samples [36]. This is facilitated through digital 
platforms where individuals can provide, modify or 
withdraw consent at any point. This model is particularly 
relevant in longitudinal studies and biobanking, ensuring 
transparency and fostering trust [37]. Additionally, 
dynamic consent supports personalized communication, 
enhancing participant understanding and autonomy while 

addressing ethical concerns related to data sharing and 
reuse in modern research settings.

5.1.2 Tiered or layered consent

   Tiered or layered consent is a patient-centered model 
that provides flexibility and autonomy by allowing 
participants to choose consent levels for various aspects of 
a study. The tiered approach offers specific options, such 
as participation in only certain types of research or data-
sharing agreements, while the layered model simplifies the 
presentation of information by providing essential details 
upfront and offering more detailed content for those 
interested. This model is particularly effective in genomic 
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and biomedical research, fostering patient trust and 
engagement by tailoring the consent process to individual 
preferences [38].

5.1.3 One-time consent with periodic renewal

   One-time consent with periodic renewal is a model that 
balances simplicity with adaptability. In this approach, 
participants provide a single, comprehensive consent at 
the start, which remains valid but is reviewed periodically 
for updates or reaffirmation. This model ensures that 
patients remain informed of changes in study scope, risks 
or benefits over time, fostering trust and transparency. 
It is especially suitable for a long-term research, such 
as learning health systems and genomic studies, where 
ongoing engagement and data use evolved.

5.1.4 Event-triggered consent

   Consent is sought for specific health events, such as 
a new diagnosis, treatment plan or the start of a new 
healthcare relationship. This model ensures that patients 
only consent to the sharing of data relevant to specific 
care events. For example, a patient newly diagnosed 
with diabetes may be asked for consent specifically for 
data sharing for diabetes research or new treatments. If 
the same patient later starts a novel treatment for heart 
disease, consent will be requested again, specifically for 
sharing of heart-related data. In this way, the patient only 
consents to the use of data relevant to specific diagnoses 
and treatments as their healthcare needs evolve [39].

Table 2. Benefits of patient-centered consent frameworks

Consent 
Model

Dynamic 
Consent

Tiered or Layered 
Consent

One-Time Consent 
with Periodic 

Renewal

Event-Triggered 
Consent

Opt-Out Models 
with Notifications

Ownership

Participants retain 
ownership and 

actively manage their 
data.

Participants retain 
flexible ownership 
based on consent 

level chosen.

Ownership remains 
with participants but 
will be periodically 

reaffirmed.

Ownership is tied to 
specific healthcare 

events or diagnoses.

Default ownership 
rests with 

institutions; 
participants can 

withdraw consent.

Control

Full control to 
modify, provide or 

withdraw consent at 
any time via digital 

platforms.

Control is tailored 
to chosen levels 

of involvement in 
research.

Control maintained 
through periodic 
reaffirmation of 

consent.

Consent and control 
are specific to 

particular health 
events.

Notifications provide 
ongoing control to 

withdraw consent for 
specific exchanges.

Principles

Promotes autonomy, 
transparency 

and participant-
researcher 

collaboration.

Supports autonomy 
and flexibility while 
simplifying decision-

making.

Balances simplicity 
with adaptability and 
ongoing engagement.

Ensures relevance 
and ethical practice 

by focusing on 
specific scenarios.

Balances efficiency 
in data sharing with 
individual autonomy 

and transparency.

Privacy
High: Participants 

decide who accesses 
their data and when.

High: Privacy 
ensured through 

granular and tailored 
consent options.

Moderate: Privacy is 
maintained through 

regular consent 
updates.

High: Limits data 
sharing to specific, 
relevant healthcare 

events.

Moderate: 
Participants are 
informed of data 
usage but default 
sharing may pose 

risks.

Utilization

Ideal for longitudinal 
studies, biobanking, 

and personalized 
research.

Effective for genomic 
and biomedical 

research requiring 
participant trust.

Suitable for long-
term studies with 
evolving research 

needs.

Enables targeted 
research tied to 

specific health events 
and diagnoses.

Facilitates broad 
data usage for public 
health and research 

while retaining 
control.

Concerns

Complex 
implementation 
requiring digital 

infrastructure and 
ongoing engagement.

May limit large-
scale aggregation if 
participants opt for a 
lower involvement.

Re-engagement may 
be burdensome for 

participants and 
researchers.

Challenging to 
manage consent 
for multiple and 
evolving health 

events.

Risk of 
disengagement due 

to notification fatigue 
or lack of active 

participation.

Sharing

Encourages 
collaboration with 
consent-based and 

transparent sharing.

Tailored to individual 
preferences while 
promoting trust in 

sharing.

Ensures ethically 
sound sharing 

adapted to study 
progress.

Data shared 
selectively, focusing 
on relevance to the 

participants' context.

Enables broad 
sharing while 

maintaining the 
ability to withdraw 

consent easily.
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5.1.5 Opt-out models with notifications

   Some frameworks may use opt-out consent, where data 
sharing is the default setting, but patients are notified 
each time data is shared. They can then decide to restrict 
access if they want to retain the control over their 
information. For example, in a regional health information 
exchange (HIE), patient data is shared by default to 
improve care coordination. Each time their data is shared 
across facilities or with new providers, patients receive 
a notification (via email or SMS) and can opt out if they 
wish. This approach keeps patients informed about the 
sharing of their health data while allowing them to easily 
withdraw consent for specific exchanges, giving them 
flexibility and ongoing control.

5.2 Benefits of patient-centered consent 
frameworks

   Table 2 provides a comparative overview of various 
consent models, highlighting the unique benefits each 
framework offers in facilitating ethical, transparent and 
participant-centered approaches to data sharing and 
research participation.

6. Understanding privacy models and 
consent frameworks

   Privacy models are structured approaches that dictate 
how personal data is collected, processed and shared. 
Consent frameworks, on the other hand, establish 
guidelines for obtaining and managing users' consent 
regarding their data. Together, they aim to ensure that 
organizations handle personal information responsibly and 
transparently.

6.1 Risks associated with privacy models and 
consent frameworks

6.1.1 Inadequate risk management

   A lack of a well-defined privacy risk management 
framework can result in ineffective data validation and 
protection. Without a structured approach:
• Organizations may fail to identify vulnerabilities, 

leading to data breaches.
• Compliance risks increase, as businesses might 

unknowingly violate data protection regulations.
• Data governance inefficiencies may arise, making it 

difficult to enforce policies consistently.
• Consumers’ trust erodes if their data is mishandled, 

which potentially leads to reputational damage.
   Example: A healthcare provider who does not integrate 
risk management into its privacy framework may fail to 

detect unauthorized access to medical records, leading to 
regulatory penalties and loss of consumer trust.

6.1.2 Lack of standardization

   The absence of standardized privacy and security 
protocols across industries results in inconsistent data 
protection. This increases susceptibility to cyber threats in 
multiple ways:
• Non-standardized securi ty pract ices lead to 

in teroperabi l i ty  issues ,  resul t ing in  system 
vulnerabilities.

• Inconsistent data protection measures across global 
jurisdictions complicate compliance efforts.

• Organizations may struggle to enforce uniform 
policies for third-party vendors, increasing the risk of 
data leaks.

   Example: A multinational e-commerce platform 
operating under different regulatory frameworks may 
fail to align its security protocols, leading to gaps that 
cybercriminals can exploit.

6.1.3 Insufficient legal frameworks

   A weak legal foundation makes it difficult to enforce 
privacy rights, leading to:
• Unclear regulations that leave service providers 

unsure of their data protection obligations.
• Inadequate penalties, which fail to deter malicious 

actors from exploiting weak systems.
• Ambiguities in the user consent and data usage 

policies, allowing for potential misuse of personal 
data.

   Example: A country without strict data protection 
laws may allow companies to collect biometric data 
without user consent, increasing the risk of unauthorized 
surveillance.

6.1.4 Emerging technologies

New technologies such as AI, machine learning and 
blockchain bring unique challenges for data protection:
• AI-driven profiling can lead to biases, discrimination 

and privacy intrusions.
• Automated data processing can make it difficult to 

track how personal data is used.
• Lack of AI governance frameworks may lead to 

unintentional privacy breaches.
   Example: A facial recognition system used in public 
spaces may collect and store biometric data without clear 
consent, raising ethical and legal concerns about mass 
surveillance.

6.1.5 Inadequate threat modeling

   Without systematic modeling of privacy threat, 
organizations fail to anticipate and mitigate potential risks. 
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This results in:
• Increased exposure to insider threats and malicious 

actors.
• Unidentified vulnerabilities that may be exploited in 

cyber-attacks.
• Reactive instead of proactive privacy protection 

strategies.
   Example: A financial services firm that does not conduct 
privacy threat modeling may overlook vulnerabilities in 
its online banking system, leading to unauthorized data 
access by hackers [34].

6.2 Recent developments and emerging risks

   Recent privacy reforms, such as those in Australia, 
require companies to response immediately to avoid 
legal repercussions. These changes, highlighted by a new 
"privacy tort," require companies to align with stricter data 
practices within six months or face potential legal action 
due to harmful or invasive data practices. Additionally, 
the role of Chief Privacy Officers (CPOs) is expanding 
to include responsibilities in the areas of artificial 
intelligence and cybersecurity. Privacy executives are now 
ensuring compliance with evolving data protection laws 
and are involved earlier in product development to address 
privacy concerns from the design phase.
   To address these risks, organizations should consider the 
following strategies:
• Implement robust management on privacy risk: 

Designing a privacy risk management framework 
is critical to ensure the validation and protection of 
data and compliance with all applicable laws and 
regulations.

• Adopt standardized protocols: Implementing 
standardized protocols can enhance data protection 
measures and reduce vulnerability to cyber threats.

• Establ ish comprehensive legal  frameworks: 
Developing legal structures that safeguard individual 
data, privacy and user rights is essential to protect 
data from breaches.

• Address emerging technology risks: Identifying and 
addressing privacy concerns related to emerging 
technologies, such as artificial intelligence, is vital to 
ensure data security.

• Conduct privacy threat modeling: Systematically 
identifying and addressing potential privacy issues 
in systems and applications can help mitigate 
vulnerabilities.

• By implementing these strategies, organizations can 
safeguard user data, maintain compliance and build 
consumer trust in an evolving digital landscape.

6.3 Implementation of consent frameworks in 
healthcare

   Consent frameworks are critical for ensuring that 
patients have control over their personal health 

information. The adoption and implementation of these 
frameworks varies across regions and is influenced by 
local regulations, technological infrastructure and cultural 
attitudes toward privacy.

Europe: General data protection regulation
   In Europe, the GDPR serves as a cornerstone for data 
protection, including in the healthcare sector. The GDPR 
mandates that healthcare organizations must obtain 
explicit and informed consent from individuals before 
processing their personal data. This regulation emphasizes 
transparency, accountability and the protection of personal 
data and ensures that individuals have control over their 
health information [35].

Asia-Pacific: Diverse approaches to consent
   The Asia-Pacific region exhibits a diverse landscape 
regarding consent frameworks in healthcare:
   Singapore: The Personal Data Protection Act (PDPA) 
requires organizations to appoint a Data Protection Officer 
(DPO) and make their business contact information 
publicly accessible. While consent is a legal basis for 
processing personal data, the PDPA allows for processing 
without consent in certain situations, such as for the "vital 
interests of individuals" or "matters affecting the public" 
[36].
   China: Regulators have sought to restrain "bundled 
consent" in baseline texts such as the Personal Information 
Security Specification and the Personal Information 
Protection Law, aiming to ensure that consent is specific 
and informed.
   India: In August 2023, India enacted the Digital 
Personal Data Protection Act of 2023 (DPDP), which 
defines "Personal Data" broadly and applies to the 
processing of digital personal data both inside and outside 
India. The DPDP imposes various consent, notice and 
public reporting obligations on digital health providers 
operating in India [37].
   United States: health insurance portability and 
accountability act 
   In the United States, the HIPAA requires covered 
entities to obtain patient consent before using or 
disclosing protected health information for treatment, 
payment or healthcare operations, with certain exceptions. 
HIPAA aims to protect patient privacy and ensure the 
confidentiality of health information [38] .

6.4 Enhancing patient data privacy and 
security: addressing the limitations of GDPR 
and HIPAA

6.4.1 General data protection regulation (GDPR) in 
Europe

   In Europe, the General Data Protection Regulation 
(GDPR) stands as a cornerstone for the protection 
of patient data privacy. It mandates that healthcare 
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organizations must obtain explicit consent before 
processing personal data. The regulation emphasizes 
transparency, accountability and ensuring that individuals 
have control over their health information [39]. However, 
there are challenges in managing consent in emergency 
situations where obtaining explicit consent may not be 
feasible, and when data is repurposed for research or AI 
models, which may conflict with the GDPR’s principle of 
data minimization. Additionally, the GDPR’s strict rules 
on cross-border data transfers complicate the collaboration 
with international partners, such as pharmaceutical 
companies and tech firms.
   Blockchain technology can address these issues by 
providing a decentralized, transparent system for tracking 
patient consent, allowing individuals to manage who 
accesses their data and revoke consent when necessary. 
Furthermore, AI techniques such as federated learning 
and differential privacy can ensure that patient data is 
not centralized and that sensitive information remains 
private during analysis and training, in line with GDPR’s 
requirements for data minimization.

6.4.2 Health insurance portability and accountability 
act (HIPAA) in the United States

   In the United States, the Health Insurance Portability 
and Accountability Act (HIPAA) is critical to protecting 
patient health information (PHI), as it by requires covered 
entities to obtain patient consent before using or disclosing 
PHI for treatment, payment or healthcare operations. 
Despite its critical role in safeguarding privacy, HIPAA 
also has its limitations. For example, it only applies to 
specific healthcare providers and entities, leaving gaps 
when third-party vendors or technology companies access 
PHI. Additionally, HIPAA also lacks a fully flexible 
system for managing consent preferences, as patients may 
not be able to specify what types of PHI they are would 
like to share [40].
   Blockchain can help bridge these gaps by providing a 
secure, immutable platform that tracks patient consent in 
a granular way, ensuring transparent access to PHI and 
improving accountability. AI can further support HIPAA 
compliance by offering advanced encryption techniques 
and anomaly detection in data access patterns, reducing 
the risk of breaches and maintaining the confidentiality of 
patient information.

6.4.3 The role of emerging technologies in overcoming 
regulatory limitations

   Both GDPR and HIPAA have shaped the landscape 
of patient data protection, but emerging technologies 
such as blockchain and AI offer innovative solutions to 
overcome their limitations. Blockchain’s decentralized 
structure can ensure that patient consent is managed 
transparently and securely, addressing concerns about 
data access and control [41]. AI, particularly through 

privacy-preserving techniques such as federated learning 
and differential privacy, can help ensure that sensitive 
health data remains protected during the analysis process 
without compromising regulatory compliance [31]. These 
technologies provide a path forward to create more secure, 
adaptable systems that empower patients, ensure privacy 
and align with evolving regulations.

7. Emerging technologies and patient 
privacy

   The integration of emerging technologies such as 
blockchain and AI [42] into healthcare is revolutionizing 
patient privacy and autonomy, offering new ways to 
safeguard sensitive data while empowering patients with 
control over their health information [43]. An overview 
of how these technologies contribute to enhancing patient 
privacy and data ownership through innovative privacy 
models and consent frameworks is presented as follows.

7.1 Blockchain technology

   Blockchain technology in healthcare provides a 
decentralized ledger system that stores encrypted patient 
data across multiple nodes, ensuring that the data cannot 
be accessed or altered without detection [44]. This 
decentralization and immutability ensure that patient 
records are secure, as they are distributed across the 
network rather than stored in a centralized database [45, 
46]. Blockchain reduces the risk of unauthorized access 
and fosters transparency [47], as any attempt to alter data 
requires consensus from the network, making tampering 
easy to detect [48]. Furthermore, it also empowers patients 
to control their data by granting and revoking access to 
their medical records without relying on intermediaries, 
such as insurance companies or centralized repositories. 
For example, MedRec [49], a blockchain-based system, 
allows patients to manage access to their records while 
enabling secure and transparent data sharing among 
healthcare providers with their consent. The benefits 
include improved data security, increased transparency in 
data management and greater patient control over personal 
health information [50].

7.2 Artificial intelligence technology

   Artificial Intelligence (AI) has the potential to transform 
healthcare by improving diagnostics, personalizing 
treatment plans and enhancing care quality [51]. However, 
the use of AI often requires access to large datasets 
containing sensitive patient data, which raises privacy 
concerns. To address these concerns, privacy-preserving 
AI techniques such as federated learning and differential 
privacy are being developed. Federated learning allows 
AI models to be trained on decentralized data sources, 
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such as local healthcare facilities or patient devices, 
without transferring raw data to a central server [31]. 
This ensures that sensitive data remains private while 
still enabling AI models to learn from a broad dataset. In 
contrast, differential privacy adds noise to data to protect 
individual privacy while still allowing for meaningful 
analysis at a population level. These techniques enable 
the development of AI models that improve healthcare 
outcomes without compromising patient privacy. They 
protect patient information, reduce the need for centralized 
data storage and ensure that sensitive data is not exposed 
during the AI training process. Thus they offer a secure 
approach to utilizing AI in healthcare [52].

7.3 Blockchain and AI for enhanced privacy 
and autonomy

   When blockchain and AI are combined, healthcare 
systems can achieve higher levels of privacy and 
security for patient data. Blockchain ensures that the 
data is securely encrypted and decentralized, while 
AI can analyze the data without compromising patient 
privacy through methods such as federated learning and 
differential privacy [53].
   In a combined blockchain and AI system, a patient's 
health data could be securely stored on a blockchain, with 
access granted only to authorize healthcare providers. The 
AI system, utilizing federated learning, would analyze 
this data across multiple healthcare institutions without 
transferring the sensitive data itself. This ensures that 
patient data remains private but can still be used to inform 
critical healthcare decisions. The benefits of such a system 
include a higher level of security and privacy due to the 
synergy between the decentralization of blockchain and 
privacy-preserving techniques through AI. It also provides 
greater patient autonomy, allowing patients to control 
both access to and the use of their data, while benefiting 
from AI-driven insights. Additionally, it enhances trust 
in healthcare systems, as patients are reassured that 
their sensitive data is protected, even as it contributes to 
improving healthcare outcomes [54].
   Emerging technologies such as blockchain and AI are 
transforming privacy models in healthcare, enabling more 
secure and patient-centric approaches to data management. 
Blockchain offers enhanced security, decentralization 
and patient control [44], while AI techniques such as 
federated learning and differential privacy help ensure 
that data can be analyzed without compromising privacy 
[55]. Together, these technologies provide a powerful 
framework to ensure patient autonomy in data ownership, 
foster trust in healthcare systems and safeguard sensitive 
health information [56]. The integration of AI and 
blockchain in healthcare faces challenges such as data 
breaches, algorithmic bias and inconsistent privacy 
laws. Blockchain ensures secure, decentralized data 
management with smart contracts automating consent 
processes, while federated learning enables data analysis 

without exposing sensitive information. Addressing AI 
bias requires transparent model development and regular 
audits, while harmonized global privacy standards can 
eliminate legal inconsistencies. To empower patients, 
adaptive consent interfaces and education initiatives are 
essential. Advancing encryption, real-time monitoring and 
interoperable systems will foster a healthcare ecosystem 
that prioritizes innovation, privacy and patient autonomy.
Several significant studies highlight the potential of AI in 
securing sensitive medical data while ensuring effective 
utilization for diagnosis, treatment and research. 

7.3.1 Privacy-enhanced strategies in healthcare 4.0

   The study "A Privacy-Enhanced Multiarea Task 
Allocation Strategy for Healthcare 4.0" introduced 
innovative strategies to protect the privacy of medical 
data while ensuring that healthcare systems can still 
efficiently allocate tasks and resources across multiple 
areas [57]. This research discussed the importance of 
privacy preservation in Healthcare 4.0, which involves the 
integration of AI, IoT and other advanced technologies 
into healthcare settings. By using privacy-enhanced 
task allocation methods, this strategy enables healthcare 
systems to leverage AI without compromising patient 
privacy, ensuring data flow securely across multiple 
sectors [58].

7.3.2 Federated learning in disease diagnosis

   Another pivotal work, "Federated Learning-Empowered 
Disease Diagnosis Mechanism in the Internet of Medical 
Things: From the Privacy-Preservation Perspective," 
explored the integration of federated learning in the 
Internet of Medical Things (IoMT) [59]. Federated 
learning allows AI models to be trained on distributed 
data sources (e.g., data from multiple hospitals or medical 
devices) without transferring patients' sensitive data to a 
central server, thus can significantly enhance the level of 
privacy protection. This study highlighted how federated 
learning can be applied in disease diagnosis and enable 
AI systems to make accurate predictions while preserving 
patient confidentiality. It is a promising approach for 
developing healthcare systems that prioritize both data 
privacy and diagnostic accuracy.

7.3.3 Hierarchical federated learning for anomaly 
detection

   The study "Toward Accurate Anomaly Detection in 
Industrial Internet of Things Using Hierarchical Federated 
Learning" introduced a hierarchical federated learning, 
a technique that can improve the accuracy of anomaly 
detection while safeguarding privacy [27]. While this 
study primarily focused on industrial applications and 
the methodology is highly applicable to healthcare, 
particularly in detecting anomalies within large healthcare 
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datasets. By training models in a hierarchical and 
decentralized manner, AI can detect unusual patterns or 
security breaches in medical data while maintaining the 
privacy of patients' individual information. This can be 
particularly important in healthcare, where detecting data 
breaches or security threats is critical to safeguarding 
patient privacy.

7.3.4 AI’s impact on privacy in medical data

   These works collectively underscore AI's potential 
to enhance privacy in healthcare. Through techniques 
such as federated learning, hierarchical federated 
learning and privacy-enhanced task assignment, AI can 
provide effective and secure solutions for processing 
and analyzing sensitive medical data. These methods 
allow healthcare providers to gain valuable insights from 
patient data without compromising privacy, representing a 
significant improvement over traditional centralized data 
storage models. Additionally, these privacy-preserving AI 
techniques are in line with regulatory frameworks such 
as GDPR and HIPAA, ensuring compliance while still 
enabling innovation in medical diagnostics and treatment. 
Incorporating these key studies will enrich the discussion 
on the role of AI in medical data privacy and illustrate 
how emerging technologies are shaping the future of 
secure, privacy-conscious healthcare systems.

7.4 Limitations 

   Blockchain and AI offer transformative potential for 
healthcare data management, yet they also have notable 
limitations that must be addressed to ensure effective and 
secure implementation.

7.4.1 Limitations of blockchain in healthcare data 
management

   Scalability and performance issues: Blockchain 
networks, particularly public ones, often face scalability 
challenges due to low transaction throughput and latency 
[61]. As the volume of healthcare data grows, these 
limitations can lead to network congestion and slower 
processing times, hindering real-time data access.
   Integration into existing systems: Incorporating 
blockchain with current healthcare infrastructures is 
complex. Compatibility issues and data migration 
challenges can impede seamless integration and require 
significant coordination among diverse healthcare 
systems.
   Challenges in Data standardization: Healthcare 
data is often fragmented and stored in different formats, 
making standardization difficult [41]. This lack of 
uniformity hinders interoperability and data sharing across 
blockchain platforms and limits their effectiveness.
   Regulatory and legal concerns: Navigating the 
complex landscape of healthcare regulations, such as 

HIPAA and GDPR, poses significant challenges to 
blockchain adoption [61]. Ensuring compliance across 
different jurisdictions requires a careful consideration and 
alignment with legal standards.
   Security and privacy risks:  Even though blockchain 
offers inherent security features, it is not immune to 
vulnerabilities. Potential risks include errors in smart 
contracts and data breaches, which require robust security 
measures to protect sensitive patient information [63].

7.4.2 Limitations of AI in healthcare data management

   Data privacy and security concerns:  AI systems 
require extensive patient data, raising concerns about 
data breaches and privacy violations [63]. Implementing 
stringent data protection measures is essential to mitigate 
these risks.
   Bias and fairness issues: AI algorithms trained on 
historical data may perpetuate existing biases, leading to 
disparities in treatment recommendations or diagnoses 
[64]. Ensuring diverse and representative datasets is 
crucial to overcome this challenge.
   Lack of interpretability and explainability:  Many AI 
models operate as "black boxes", making it difficult for 
healthcare professionals to understand the rationale behind 
AI-generated decisions [65]. This opacity can hinder trust 
and acceptance of AI tools in clinical settings.
   Integration into existing healthcare systems: 
Introducing AI into current healthcare infrastructures can 
be complex, especially when legacy systems are involved. 
In order to achieve seamless integration, interoperability 
standards and investing in IT infrastructure are required.
   Legal and ethical considerations: The use of AI in 
healthcare raises legal and ethical issues, particularly 
regarding accountability for AI-driven medical decisions 
[66]. A balance between human oversight and AI 
autonomy is essential to maintain patient safety and 
ethical standards. 

7.4.3 Limitations of privacy-preserving AI techniques

   While federated learning and differential privacy are 
recognized as important methods for preserving privacy 
in AI applications, especially in sensitive fields such as 
healthcare, both techniques have inherent limitations 
in their ability to fully protect data. These limitations 
are widely discussed in the literature and highlight the 
challenges that arise in achieving both privacy and utility. 
The specific weaknesses of these two approaches are 
examined in detail below.
   Federated learning: privacy risks and vulnerabilities
Federated learning is a decentralized approach to machine 
learning where the data is stored locally on the devices 
and only model updates are shared with the central server. 
This helps prevent raw data from leaving the device, 
thereby enhancing privacy. However, federated learning is 
still vulnerable to several significant privacy risks.
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   Model inversion attacks: One of the major concerns 
with federated learning is the potential for model inversion 
attacks. In this scenario, attackers can analyze the updates 
shared between the devices and the central server to 
reverse engineer and reconstruct sensitive data that was 
used to train the model [67]. Despite the decentralized 
nature of federated learning, attackers can still extract 
private information, making this a critical vulnerability.
   Data leakage through model updates: Even though 
raw data is not transferred, the model updates (i.e., 
gradients or weights) sent to the server can unintentionally 
leak private information. If an attacker has access to these 
updates, they may be able to infer patterns in the data, 
thereby exposing sensitive details.
   Model poisoning: Another risk is model poisoning, 
where malicious participants inject corrupt data or 
model updates into the federated learning system. These 
poisoned updates can degrade the accuracy of the model 
or, in some cases, expose private information [68]. This 
is particularly problematic in scenarios where federated 
learning is used in healthcare, as the integrity of the model 
directly impacts decision-making and patient care.
   Device security: Federated learning assumes that 
the devices involved in the training process are secure. 
However, if a device is compromised (for instance, by 
malware), private information could be leaked or model 
updates could be corrupted. This reliance on device 
security poses a significant challenge to maintaining 
privacy in a federated network [69].
   Differential privacy: the challenges of  balancing 
privacy and utility
   Differential privacy adds a layer of noise to data or 
model outputs to obfuscate individual data points and 
protect privacy [70]. Although it has proven effective 
in many applications, particularly for large datasets, 
it also has significant limitations when it comes to  
simultaneously preserving privacy and utility.
   Trade-off between privacy and utility: A key limitation 
of differential privacy is the trade-off between privacy 
and data utility. The more noise is added to the data to 
preserve privacy, the lower the accuracy and usefulness of 
the results will be [71]. In fields such as healthcare, where 
high accuracy is critical for diagnosis and treatment, this 
trade-off can undermine the effectiveness of AI models. 
Adding too much noise can result in a model that is too 
imprecise to offer actionable insights.
   Membership inference attacks: Even though 
differential privacy is designed to protect individual 
privacy, it is not immune to membership inference attacks. 
These attacks enable an attacker to determine whether 
a specific individual's data is included in a dataset, even 
with noise added [72]. In healthcare, such attacks could 
compromise patient confidentiality, despite the use of 
differential privacy.
   Reconstruction attacks: Another vulnerability of 
differential privacy is reconstruction attacks. In this type 
of attack, an attacker uses the noise patterns in the data 

to attempt to reconstruct the original data points [73]. 
Even when noise is applied, if the method is not carefully 
implemented, attackers could reverse engineer private 
information, which is a serious problem in medical data 
protection.
   Privacy budget and parameter selection: Differential 
privacy requires the selection of a privacy budget that 
determines how much information can be released 
without violating privacy guarantees [74]. Finding the 
right balance in setting this budget is challenging—if it 
is set too high, privacy is compromised, and if it is set 
too low, the utility of the data is significantly reduced. 
This delicate balance is crucial, particularly in healthcare, 
where precision is essential for making medical decisions.

7.5 Adoption of AI privacy techniques and 
blockchain in the real world: healthcare 
applications

   Both AI privacy techniques and blockchain technology 
have shown significant potential in transforming the 
healthcare sector, particularly in enhancing data privacy 
and security. While these technologies are still in the 
process of widespread adoption, there are notable real-
world examples of healthcare systems and platforms 
that leverage these innovations to improve patient data 
security and streamline healthcare processes. Below, we 
examined some of the key real-world applications of AI 
privacy techniques and blockchain in healthcare.

7.5.1 AI privacy techniques in healthcare: real-world 
applications

   AI privacy techniques, such as federated learning and 
differential privacy, are increasingly being utilized in 
healthcare systems to ensure the protection of sensitive 
medical data while still enabling valuable data-driven 
insights [34]. These techniques have been applied 
in several healthcare settings, focusing on privacy-
preserving models for data analysis, disease prediction 
and personalized treatments.
   Federated learning in healthcare: Federated learning 
is gaining traction in healthcare as it enables machine 
learning models to be trained across decentralized 
datasets, without sharing sensitive patient data. Some 
healthcare organizations have adopted federated learning 
to enhance medical research and clinical decision-making 
while preserving patient privacy.
   Example: Google’s federated learning for Health 
Google has worked on the projects involving federated 
learning for healthcare [75], such as using federated 
learning in partnership with the Mayo Clinic to improve 
medical imaging models. By training AI models locally 
on hospitals' data, this collaboration avoids the need 
for raw patient data to be shared across institutions, 
thereby safeguarding privacy while enabling improved 
diagnostic capabilities. Federated learning is also being 
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used to analyze data from various wearable devices 
for the detection of early disease and personalized 
health recommendations without compromising patient 
confidentiality [76].
   Differential privacy in healthcare: Differential privacy 
techniques are used to protect patients' individual data by 
adding noise to the data in such a way that the information 
cannot be traced back to a specific individual [77]. This 
method is particularly important when analyzing large 
datasets or sharing medical data for research purposes.
   Example: Apple’s health data privacy. Apple uses 
differential privacy to protect user data within its Health 
app [78]. By anonymizing and adding noise to aggregated 
health data, Apple enables researchers to perform useful 
health analytics without revealing individual data. This 
approach is particularly important for large-scale health 
studies, where it is critical to protect users' privacy while 
still gaining meaningful insights.

7.5.2 Blockchain technology in healthcare: real-world 
deployments

   Blockchain has gained significant interest in healthcare 
for its ability to ensure data integrity, transparency and 
security. By providing a decentralized ledger, blockchain 
enables secure sharing of patient data across multiple 
stakeholders, reducing the risk of data breaches and 
ensuring that records cannot be altered without consensus. 
Some real-world examples of blockchain-based 
applications in healthcare are given below.
   Blockchain for electronic health records (EHRs): 
Blockchain can revolutionize the management and sharing 
of electronic health records. By using a decentralized 
blockchain system, patients can have control over their 
health records, granting or revoking access to their data as 
needed while ensuring that records are tamper-proof and 
auditable [79].
   Example: MedRec by MIT. Media Lab MedRec is a 
blockchain-based system developed by MIT Media Lab 
that allows patients to maintain control over their medical 
records. With MedRec, healthcare providers can access a 
patient's medical history in real-time while ensuring that 
the data is secure and immutable [80]. This decentralized 
approach eliminates the need for centralized databases, 
reducing the risks of data breaches. Patients can give 
consent for data sharing with providers, which improves 
transparency and data control.
   Blockchain for supply chain management: Blockchain 
can also enhance the transparency and traceability of 
medical supplies and pharmaceuticals, ensuring that these 
products are authentic, properly handled and compliant 
with regulatory standards.
   Example: FarmaTrust. FarmaTrust is a blockchain-based 
platform designed to improve the pharmaceutical supply 
chain by providing real-time tracking of drugs from 
manufacturers to consumers [81]. By using blockchain, 
FarmaTrust ensures the authenticity and safety of 

medicines, protecting consumers from counterfeit 
products. The platform's transparency ensures that 
stakeholders have access to trustworthy information about 
the origins and distributions of medical supplies.
   Blockchain for medical research and clinical trials: 
Blockchain is being explored as a means to improve 
transparency and integrity in medical research, particularly 
in the management of clinical trials [82]. By creating 
a tamper-proof record of data collection and analysis, 
blockchain ensures the authenticity of research results, 
reducing the potential for fraud or data manipulation.
   Example: ClinTex CTi. ClinTex CTi is a blockchain-
powered platform that helps improve the efficiency and 
transparency of clinical trials [83]. It uses blockchain 
to create a secure and transparent record of clinical trial 
data, helping to reduce fraud and errors while ensuring 
that trial results are reliable. The platform also streamlines 
administrative processes, reducing the time and cost of 
bringing new drugs to market.

8. Case studies and practical 
applications

   Implementing advanced models for data consent in 
healthcare systems is crucial for aligning with patients' 
expectations regarding privacy, control and transparency. 
Below are detailed case studies from different countries, 
highlighting their implementation processes, challenges 
encountered and outcomes achieved.

8.1 My Health Record (MHR) – Australia

   Implementation process: Australia's My Health Record 
(MHR) is a nationwide digital health platform managed 
by the Australian Digital Health Agency. Initially 
launched as an opt-in system in 2012, it was transitioned 
to be an opt-out model in 2019 to increase participation 
[84]. MHR allows individuals to control access to their 
health data, enabling them to determine which healthcare 
providers can view or contribute to their records [84]. 
Privacy controls allow users to restrict access to specific 
information and set up alerts for unauthorized access 
attempts.
   Challenges faced: The transition to an opt-out model 
raised significant concerns on privacy and security among 
the public [85]. A 2019 audit found that the system failed 
to adequately manage cybersecurity and privacy risks, 
with issues in ensuring legitimate emergency access and 
incomplete privacy assessments. Additionally, general 
practitioners (GPs) reported usability issues, with 31% 
avoiding the system due to incomplete records and poor 
interface design [86]. 
   Outcomes achieved: Despite challenges, MHR has seen 
increased adoptions, with profiles populated with health 
data rising from 5.4 million in 2019 to 23.9 million in 
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2024. The system aims to enhance patient engagement, 
improve continuity of care and provide healthcare 
providers with accurate and accessible patient information. 
However, ongoing concerns about data security and 
usability indicate a need for continued investment and 
improvement to fully realize these benefits.

8.2 Estonian E-Health System – Estonia

   Implementation Process: Estonia's e-Health system is 
renowned for its advanced digital infrastructure, providing 
citizens with a secure, centralized platform to manage 
their health records. Implemented using blockchain 
technology, the system ensures data integrity and security, 
allowing patients to access their medical records and 
monitor access history. A robust consent framework 
enables patients to decide which data to share and control 
which healthcare providers can access their information 
[87].
   Challenges faced: Implementing blockchain technology 
at a national scale requires significant investment and 
poses technical challenges, including ensuring system 
interoperability and user adoption. Maintaining data 
privacy while allowing necessary access for healthcare 
providers is a delicate balance to achieve.
   Outcomes achieved: Estonia's system has successfully 
enhanced patient empowerment and trust in public health 
systems. The use of blockchain technology has provided a 
secure and efficient model for centralized healthcare data 
management, serving as a benchmark for other countries 
[87].

8.3 Health Information Exchange (HIE) – 
United States

   Implementation process: The Health Information 
Exchange (HIE) in the United States facilitates the 
electronic transmission of healthcare-related data among 
medical facilities and health information organizations 
[88]. It employs a decentralized data storage model, 
allowing patients to grant permissions on a case-by-
case basis, thus maintaining individual control over data 
access.
   Challenges faced: Implementing HIE systems across 
diverse healthcare providers involved challenges in 
standardizing data formats, ensuring interoperability and 
maintaining data privacy and security [89]. Additionally, 
achieving widespread adoption among providers requires 
addressing concerns about workflow integration and the 
costs associated with system implementation.
   Outcomes achieved:  HIE has improved care 
coordination and upheld data privacy standards, enhancing 
the quality and efficiency of healthcare delivery. Features 
such as the "break-the-glass" function provide the 
necessary flexibility in emergencies, while preserving 
patient control in non-emergency situations.

8.4 Ayushman Bharat Digital Mission 
(ABDM) – India

   Implementation process: Launched by the Government 
of India, ABDM aims to create a unified digital health 
ecosystem by providing every citizen with a unique health 
ID to organize and manage their health records. It employs 
a consent-based data-sharing model that enables patients 
to determine who can access their health information via a 
secure mobile app or web platform [90].
   Challenges faced: Implementing ABDM across a 
vast and diverse population poses challenges, including 
ensuring data security, protecting against privacy risks 
and achieving interoperability across different regions 
and healthcare providers. Bringing the digital divide and 
ensuring equitable access to the system are also significant 
concerns [91].
   Outcomes achieved: ABDM has empowered patients 
by providing autonomy over their health data and 
improved healthcare continuity and interoperability across 
regions. However, ongoing discussions focus on refining 
privacy protocols to strengthen patient trust and data 
protection, indicating that while progress has been made, 
further improvements are necessary.

8.5 Aarogya Setu and Health Data 
Management Policy – India

   Implementation process: Aarogya Setu, the Indian 
contact-tracing app launched during the COVID-19 
pandemic, incorporated a Health Data Management 
Policy that focused on safeguarding user privacy. The app 
implemented a layered consent framework to inform users 
about data usage and allowed permission revocation, 
enhancing transparency and user control [92].
   Challenges faced: The app was criticised early for 
its limited transparency and lack of robust privacy 
measures. Ensuring user trust while achieving public 
health objectives requires to strike a balance between data 
collection and stringent privacy protections [93].
   Outcomes achieved: Subsequent updates have 
addressed initial concerns by including clear consent 
prompts, explicit data-sharing statements and defined data 
deletion protocols. These improvements reflect India's 
efforts to balance public health goals with individual 
privacy rights in digital health solutions.

8.6 eSanjeevani Telemedicine Platform – 
India

   Implementation process: eSanjeevani is India's national 
telemedicine platform, providing remote healthcare access 
to both rural and urban populations. It employs a secure 
privacy model with encrypted data channels to ensure that 
consultation data will not be stored permanently. Each 
session operates under a consent-based framework, where 
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patients agree that only necessary health information will 
be temporarily shared with physicians [93].
   Challenges faced: The platform needs to address initial 
concerns about data security in telemedicine and manage 
public perception of privacy risks. Scalability was also a 
significant challenge, especially in regions with limited 
internet access where ensuring equitable healthcare 
remains a priority [93].
   Outcomes achieved: eSanjeevani has become a basic 
tool for delivering equitable healthcare and helping 
reduce geographical and economic barriers to quality 
healthcare. The session-specific consent model and robust 
data encryption have set new standards for privacy in 
telemedicine. It now serves as a scalable telemedicine 
model that effectively bridges the gaps between urban 
medical resources and the needs of rural healthcare.

8.7 Electronic Patient Records (ePA) – 
Germany

   Implementation process: Germany introduced the 
electronic patient record (ePA) in 2021 to digitize 
healthcare, allowing citizens to store, manage and share 
their health records via approved apps. Patients have 
complete control over their data and can decide which 
healthcare providers can access specific parts of their 
records. Apps provided by statutory health insurers 
serve as the primary interface for managing permissions, 
emphasizing ease of use and transparency [94].
   Challenges faced: Launching a nationwide digital 
health initiative faces challenges, such as interoperability 
between different healthcare systems and ensuring robust 
cybersecurity measures. Encouraging adoption among 
healthcare providers and patients, while addressing 
privacy concerns, is a significant hurdle.
   Outcomes achieved: The ePA system promotes 
patient autonomy by allowing individuals to manage 
access permissions easily. It enhances transparency and 
empowerment in healthcare, ensuring individuals have 
control over their health information. Germany’s ePA 
system is now a benchmark for digitized healthcare, 
contributing to streamlined medical services and improved 
patient outcomes.

9. Future directions and challenges

   The future of enhancing patient autonomy in data 
ownership relies on continued advancements in privacy 
models and consent frameworks, which are essential for 
maintaining patient control over their healthcare data. 
   One promising model is blockchain technology, which 
ensures data security and transparency by decentralizing 
control and providing patients with private keys to 
manage access to their health data. Blockchain offers 
a way to securely share information while keeping 

the patient at the center of decisions and ensuring that 
data ownership remains firmly in patients' hands. This 
decentralized approach aligns well with regulatory 
frameworks such as GDPR, which emphasizes data 
privacy and patient rights [24]. Additionally, smart 
contracts within blockchain systems can automate consent 
processes, ensure seamless and trustworthy transactions 
while reducing administrative burdens. Meanwhile, this 
review also identifies future challenges, more specific 
proposals or recommendations for addressing these issues, 
particularly in policy development and technological 
innovation that will enhance its impact. For instance, 
tackling data breaches requires robust encryption methods 
and real-time monitoring systems. Addressing algorithmic 
biases calls for transparent training processes of AI model 
and regular auditing by diverse stakeholders. Furthermore, 
inconsistent privacy law applications could be mitigated 
by establishing global standards or harmonized regulations 
to promote universal adherence to ethical data usage. The 
growing complexity of managing large datasets, especially 
with the integration of AI into healthcare, adds another 
layer of difficulty in ensuring both privacy and autonomy. 
Technologies such as federated learning are being 
explored to allow data analysis without exposing sensitive 
information to ensure that data privacy is preserved while 
still contributing to healthcare advancements. Federated 
learning also promotes cross-institutional collaboration 
without compromising individual patient data [95].
   As healthcare shifts towards more personalized 
treatments, it is crucial to develop interoperable and 
transparent systems that ensure patients are fully 
informed and have meaningful control over their data. 
Ethical practices must remain at the forefront, which 
requires stakeholders—including healthcare providers, 
policymakers and tech developers—to collaborate 
and prioritize patients' interests. Moving forward, the 
integration of automated consent systems, continuous 
updates on privacy regulations and technological tools 
such as adaptive AI-based consent interfaces will be 
essential. These advancements should be complemented 
by educational initiatives that empower patients with the 
knowledge to effectively exercise their data ownership 
rights. This will create a healthcare ecosystem that 
balances innovation, privacy and autonomy.

10. Conclusion and summary

   Patient autonomy in data ownership is a cornerstone of 
ethical, transparent and patient-centered healthcare in the 
digital era. The review explored the intricate challenges 
and opportunities under this topic and emphasized the 
ethical, legal and technological dimensions of data 
management. Emerging technologies such as Electronic 
Health Records, artificial intelligence and blockchain 
are transforming healthcare, offering innovative ways 
to secure and decentralize patient data while enhancing 
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accessibility for medical research and clinical care. 
Privacy models such as  private, public and hybrid are 
crucial for balancing individual control, societal benefits 
and ethical use of data. Consent frameworks, such as 
dynamic and granular consent, empower patients to 
make informed decisions about their health data in 
real time, fostering trust and transparency. Real-world 
implementations, including Australia's My Health Record 
and Estonia's e-Health system, demonstrate the potential 
of patient-centered frameworks to enhance healthcare 
quality and innovation. Despite these advancements, 
challenges such as inconsistent regulations, data security 
risks and gaps in digital literacy persist. Addressing these 
issues requires a collaborative effort among stakeholders 
to develop adaptive, interoperable and secure systems. 
By prioritizing patient rights, fostering education, and 
aligning technological innovation with ethical principles, 
healthcare systems can balance individual autonomy with 
public health goals. This approach not only enhances trust 
but also establishes a sustainable foundation for advancing 
precision medicine and patient-centered care.
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